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1 Regulation (EU)of the European Parliament and of the Council of 19 October on a Single Market For DigitalServices (Digital Services Act)
2 Points 39-126 of the Communication from the Commission guidelines on measures to ensure a high level ofprivacy, safety and security for minors online pursuant to Article 8(4) of Regulation (EU) 2022/2065
3 https://www.edpb.europa.eu/our-work-tools/our-documents/other-guidance/statement-12025-age-assurance_en(last accessed 03/06/2025)

Introduction
Homo Digitalis welcomes the Commission’s proposed guidelines on measures to ensure a highlevel of privacy, safety and security for minors online, pursuant to Article 28(4) of the DigitalServices Act (DSA)1.
For the last five years, Homo Digitalis had the chance to speak to more than 6000 students ofprimary and secondary education in more than ten different regions in Greece, from rural areasto big cities. All children, regardless of their parents’ financial or educational background, haveaccess to online platforms and the internet, sometimes from the age of seven, using variousdevices, but mainly tablets, mobile phones and gaming tools.
Based on our discussions with them and their testimonies, Homo Digitalis understands thatminors use the online platforms mostly to connect with others, play games, share and findinformation. The vast majority, regardless of age, admitted to spending a lot of time online, givingfake information when creating accounts or using their parents’ accounts, especially when usingtheir parents’ old mobile phones.
What is more, a significant number of them came forward with information that confirms thefindings of the Commission about the risks minors face online, including exposure to illegal andharmful content, unwanted contact, cyberbullying and extensive use or overuse of onlineplatforms.
This is why Homo Digitalis welcomes the clarification about the scope of the guidelines2 that willhelp to avoid grey zones and misinterpretations. In particular, Homo Digitalis agrees with the ECthat a provider of an online platform that simply declares in its terms and conditions that it is notaccessible to minors but does not put any effective measure in place to avoid that minors accessits service, cannot claim that its online platform falls outside the scope of Article 28(1) ofRegulation.
Similarly, Article 28(1) of the Regulation applies when an online platform provider alreadyprocesses the personal data of those recipients revealing their age for other purposes, which alsoreveals that some of those recipients are minors.
In overall, Homo Digitalis strongly supports the EDPB statement3 that ‘Age assurance mustrespect the full complement of natural persons’ fundamental rights and freedoms, and the bestinterests of the child should be a primary consideration for all parties involved in the process’.
With the present analysis Homo Digitalis wishes to contribute further to the Commission’s effortsto protect minors online and provide comments on the proposed guidelines. This paper will alsoserve as an attachment to the survey that Homo Digitalis has also submitted [date].

https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32022R2065
https://digital-strategy.ec.europa.eu/en/library/commission-seeks-feedback-guidelines-protection-minors-online-under-digital-services-act
https://www.edpb.europa.eu/our-work-tools/our-documents/other-guidance/statement-12025-age-assurance_en
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Risk review analysis
General comments
Homo Digitalis considers that the risk review section takes a responsible and child-centredapproach in line with Article 28 of the Digital Services Act (DSA) and the UN Convention on theRights of the Child (UNCRC).
Analysis
However, several key concerns emerge that demand serious consideration. The repeated use of"should" instead of "must" throughout the document significantly weakens the enforceability ofthese critical protections, creating a permissive rather than mandatory framework that may allowplatforms to treat child safety measures as optional recommendations rather than bindingobligations.
The guidelines' reliance on "appropriate and proportionate" measures presents another significantchallenge. While proportionality is undoubtedly important in regulatory frameworks, the currentlanguage offers no clear benchmarks or thresholds for evaluating what actually counts asappropriate and proportionate in practice. This ambiguity could lead to inconsistentimplementation across platforms, particularly among smaller operators who may lack theresources or expertise to develop robust internal standards.
The treatment of potential conflicts between safety measures and fundamental rights remainsnotably underdeveloped. Although the section briefly acknowledges that safety measures mightimpact rights like participation and expression under UNCRC Articles 13, 17, and 31, it fails toprovide meaningful guidance on how platforms should balance these competing rights in real-world scenarios. This gap leaves platforms without clear direction when safety measures mightinadvertently restrict children's legitimate participation in digital spaces.
The absence of children's voices from the assessment process is by itself a concern. Whilechildren rights impact assessments are encouraged, the guidelines do not emphasise the criticalimportance of child participation in these evaluations. This oversight contradicts UNCRC Article12, which establishes children's right to be heard in matters that affect them directly. Withoutmeaningful child participation, these assessments risk becoming adult-centric exercises that maymiss crucial perspectives on how platform policies actually impact young users.
It should also be noted that the proposed guidelines provide insufficient direction on transparencyand accountability mechanisms. The weak recommendation to merely "consider" publishingoutcomes of risk reviews falls far short of what effective oversight requires. More troubling still isthe complete absence of guidance on how children or their guardians can challenge harmfulplatform practices or gain understanding of how algorithmic and policy decisions affect them. Thislack of redress mechanisms leaves children vulnerable to platform decisions made withoutmeaningful oversight or appeal processes.
Finally, Homo Digitalis highlights that while the section introduces a solid foundation, it lacks astructured taxonomy to assess risks comprehensively. The 5C Typology of Risks must be viewedtogether with the CENCENELEC risk-based framework. Together they provide essentialgranularity and life cycle guidance for evaluating and mitigating harms to minors. It also omits
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child developmental factors and offers limited direction on how platforms should assessproportionality across different age groups. Furthermore, the role of children in shaping the reviewor providing feedback is not addressed, weakening its alignment with UNCRC Article 12 onparticipation.
Recommendations

1. Strengthen language for accountability: Replace “should” with “must” in key areas,particularly for identifying risks and assessing child rights impacts.
2. Clarify “appropriate and proportionate”: Provide examples or a decision frameworkthat helps platforms gauge a measure's proportionality while upholding UNCRC principles.
3. Require meaningful child participation: Add a line recommending that children’s viewsbe incorporated into the risk review process, especially via age-appropriate consultations(UNCRC Article 12).
4. Balance safety with expression: Provide more robust guidance on mitigating riskswithout unduly restricting children's rights to expression, freedom of thought, association,and information (Articles 13, 14, 15, 16, 17 of UNCRC).
5. Mandate transparency and accountability mechanisms: Require platforms to publisha summary of their risk reviews in accessible language and explain how they mitigaterisks without violating children’s rights.
6. Comply with data protection principles as stated by EDPB in its statement,includingdata minimisation (General Data Protection Regulation (GDPR) Art. 5(1)(c)) and UNCRCArticle 16 (right to privacy).
7. Include algorithmic risk evaluation: Require platforms to evaluate how algorithmicsystems (e.g. recommender systems, content ranking) might expose minors to harmfulcontent or exploitation and whether mitigation techniques are in place (e.g. opting out ofprofiling).
8. Emphasise intersectionality and vulnerable subgroups: Encourage platforms todisaggregate risks and consider how they impact vulnerable or marginalized groups ofminors, aligning with UNCRC General Comment No. 25 (2021) on children’s rights in thedigital environment.
9. Include data governance and third-party risk review: Require platforms to map andassess data-sharing practices with third parties that could impact minors' privacy orsecurity, similar to the GDPR obligations.
10. Establish a risk-based framework that takes into account, the 5C Typology of risks, theCENELEC framework and how to determine the best interests of the children in the digitalenvironment.
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Age Assurance
General comments
Homo Digitalis considers that this section is principled and aligned with current technologicalrealities. It embraces privacy-first verification, balances risk and proportionality, and rejects weakmethods like self-declaration.
Analysis
Homo Digitalis advocates for a layered, risk-based implementation of age estimation (AE) andage verification (AV) systems, with mandatory use of privacy-preserving age verificationspecifically for services restricted to adults aged 18 and above. This approach represents acarefully balanced framework that aligns with established legal principles while addressing thecomplex challenges of child protection in digital environments.
The foundation for this risk-based approach lies in its alignment with core principles establishedunder the DSA and GDPR, particularly the fundamental concepts of proportionality, necessity,and data minimisation. Age verification becomes essential for high-risk services such aspornography, gambling, and adult-only platforms, where robust protection mechanisms arerequired to meet obligations under the UNCRC, specifically Article 19 regarding protection fromharm and Article 3 concerning the best interests of the child. In contrast, age estimation providesa more appropriate solution for medium-risk environments, where full age verification mightconstitute an overly intrusive response that could unnecessarily restrict legitimate access.
The European Union's approach to age verification, which focuses on 18+ proof verification,establishes a strong benchmark by effectively balancing privacy protection, user autonomy, andtechnical robustness. This hybrid model ensures that children are not systematically over-excluded from age-appropriate digital services while simultaneously raising protection standardsin contexts where such measures are most critically needed.
Any implementation of age assurance systems must adhere to several fundamental principlesthat respect both child protection imperatives and broader human rights considerations.Proportionality and necessity must guide all deployment decisions, ensuring that AV andestimation technologies are employed only when genuinely required, with less intrusivealternatives consistently prioritised in the decision-making process. Privacy and dataminimisation, as enshrined in GDPR Article 5(1)(c) and Article 25, demand that age assurancemechanisms must never become gateways for identity tracking or comprehensive profiling ofusers. These systems must operate through anonymous, local, and untraceable architecturesthat preserve user privacy while achieving their protective objectives.
The effectiveness of any age assurance framework depends critically on accuracy, robustness,and reliability in implementation. Weak or easily circumvented age verification methods, such assimple self-declaration systems, fundamentally undermine the entire protective framework andfail to deliver meaningful safeguards for children. Additionally, principles of non-discriminationand inclusion require that solutions function equally effectively for all children, regardless ofdisability status, language barriers, nationality, or variations in device access and technologicalliteracy. Transparency and understanding represent equally crucial elements, demanding that
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children receive clear, age-appropriate information about when age assurance systems are beingemployed and how their data is, or importantly is not, processed during these interactions.
However, Homo Digitalis wishes to highlight some critical concerns. The risk of age verificationsystems becoming surveillance tools represents a paramount concern that demands vigilantoversight. While the EU's current approach maintains privacy-preserving characteristics, manythird-party AV solutions operating in the market do not adhere to these same standards. Thiscreates substantial risk that age verification could function as a Trojan horse for massidentification and comprehensive user profiling, directly violating UNCRC Article 16, whichestablishes the fundamental right to privacy for children.
Implementation consistency across platforms presents another significant challenge that currentguidelines fail to adequately address. While the guidelines mandate that AV and AE systemsmust be deployed for high and medium-risk platforms respectively, they provide no clear criteriaor systematic scoring mechanisms to define these risk categories. This absence of specificguidance could result in inconsistent and potentially weak enforcement across different digitalenvironments. Therefore, these definitional criteria must be carefully aligned with the standardsand methodologies established in comprehensive Risk Review sections of regulatory frameworks.
The absence of meaningful mechanisms for child participation in age verification decisionsrepresents a fundamental oversight that contradicts core principles established in UNCRC Article12. Despite the central importance of incorporating children's perspectives into decisions thatdirectly affect them, current approaches fail to integrate young people's voices into either theselection or design phases of age assurance systems. This exclusion undermines both theeffectiveness and legitimacy of protective measures intended to benefit children themselves.
Finally, even privacy-preserving age verification methods may create significant barriers for underserved minors who lack access to smartphones, stable internet connectivity, or government-issued identification documents. Current guidance offers no substantive direction for developinginclusive alternatives that ensure equitable access to age-appropriate digital services regardlessof socio-economic circumstances or technological access limitations. Addressing theseaccessibility concerns is essential for ensuring that protective measures do not inadvertentlycreate new forms of digital exclusion for vulnerable young people who may already face significantbarriers to digital participation.
Recommendations

1. Develop a common risk matrix or scoring framework: The Commission should providea standardized risk scoring framework to help platforms classify content, features, andservices as low, medium, or high risk — and apply the appropriate age assurance method.Include this risk scoring matrix as an Annex to the guidelines.
2. Require inclusive fallback mechanisms: Providers should implement fallback options(e.g. local device checks, parental verification, or educational exemptions) for minorsunable to use the primary AV/AE method.
3. Involve children in the development and evaluation of age assurance: Platforms andregulators should consult with children of various age groups in the design, selection, andtesting of age assurance systems to ensure relevance and usability.
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4. Explicit life cycle management and deactivation of age data: Platforms must ensurethat any age-related credentials, tokens, or metadata are not stored longer than strictlynecessary, are subject to automated expiry, and cannot be re-purposed for profiling,cross-site tracking, or behavioural targeting.
5. Ban on function creep and secondary uses: Age assurance tools must not be used foridentity verification, advertising, or behavioural analysis, and must not be linked toaccount-based data flows beyond the purpose of verifying age.
6. Foresee third-party auditing and certification: Age assurance systems should besubject to mandatory third-party audits and independent certification to ensure compliancewith data protection standards, non-discrimination criteria, and technical robustness.Thiswould align with the DSA’s broader push for auditable transparency and systemic riskmitigation (Articles 34–35).
7. Require clear labelling for age-restricted areas: Platforms should clearly label age-restricted features or content using consistent visual cues and warnings, so children canunderstand when age assurance applies and why.
8. Evaluate AV/AE technologies: Providers should apply ethical and human rights duediligence when evaluating new age assurance technologies, including biometric methods,and prioritise those aligned with the principles of necessity, proportionality, and privacy bydesign.
9. Clarify minimum technical standards: Define minimum accuracy thresholds andperformance metrics to ensure platforms are not using ineffective or biased tools.
10. Prevent re-authentication through correlation attacks: Require technical safeguardsagainst token reuse, mandate one-time-use credentials or session-based proofs, andenforce no cross-platform correlation policies.
11. Account for edge cases and adversarial circumvention: Platforms must implementanti-circumvention checks, such as liveness detection (if facial analysis is used), device.
12. Define technical redress flows for false positives/negatives: Provide technicalguidance for re-verification mechanisms (e.g. escalation to alternate AV method), andensure minimal friction for legitimate users to correct errors — without requiring them todisclose more personal data than necessary.
13. Emphasise low-latency and UX optimisation: Technical specks should includeperformance thresholds (e.g. verification in <2 seconds), clear UI standards, and fallbackmechanisms for devices with limited performance or connectivity.
14. Define “state-of-the-art” for AI based age estimation: Require tools testing acrossdemographic groups, document model training data sources, and publish bias mitigationstrategies. Technical audits should assess not just accuracy but equity of performance.
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Registration
General comments
Homo Digitalis considers that the measures outlined in the guidelines demonstrate clearalignment with established children's rights principles and existing legal obligations acrossmultiple dimensions of digital service design and implementation. When service providers explainthe necessity of registration processes to minors using clear, accessible, and age-appropriatelanguage, they enhance the fundamental trust relationship between children and digital platformswhile simultaneously building confidence among parents and guardians regarding third-partyservices. This transparency creates a foundation of mutual understanding that facilitates saferaccess when minors are developmentally ready to engage with particular digital environments.
The commitment to designing registration processes that is easy for users with disabilities tonavigate represents a critical component of non-discriminatory practice that minimises risks ofunintentional exclusion while empowering all young people to use digital services safely andindependently. This inclusive approach ensures that protective measures do not inadvertentlycreate additional barriers for children who may already face challenges in accessing digitaltechnologies and services.
Communication strategies that clearly explain whether children are permitted to use specificservices foster a sense of inclusion and agency in decision-making processes, allowing youngpeople to understand and participate meaningfully in determinations that directly affect their digitalexperiences. This transparency supports the development of digital literacy and responsibleonline behaviour while respecting children's evolving capacities for autonomous decision-making.
Developing thoughtful measures to address situations where minors attempt to register for age-inappropriate services requires balancing respect for children's natural determination andcuriosity with consistent application of protective rules and standards. Effective approachesacknowledge young people's agency while maintaining appropriate boundaries, avoiding punitiveresponses that might damage trust or encourage deceptive behaviour. Similarly, implementingcomprehensive measures to discourage under age users from creating accounts through falseinformation prevents the development of problematic patterns where children learn to routinelymisrepresent their age to achieve desired goals, thereby fostering a culture of honesty andappropriate boundary recognition in digital environments.
Ensuring that minors can easily log out of services and delete their profiles and associated dataprovides young people with meaningful control over their digital presence and personalinformation. This empowerment supports the development of healthy data management practiceswhile respecting children's evolving understanding of privacy and digital footprints. Such controlmechanisms also align with broader data protection principles while acknowledging that children'spreferences and comfort levels regarding digital participation may change over time.
The integration of prominent safety features, comprehensive risk identification resources, andaccessible support materials provides essential protection and guidance for minors who may notyet possess the experience or developmental capacity to independently recognise potentiallyharmful online behaviours or situations. These educational and protective elements createlayered safeguards that support children's safe exploration of digital environments while buildingtheir capacity for independent risk assessment and self-protection as they mature.
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Analysis
Minors have limited attention spans, therefore cognitive load on the registration page matters.Most registration processes are trying to be as quick as possible in order for the user to start usingthe service. While trying to provide as much safety as possible considering we are dealing withminors, there is a chance that the information overload will frustrate both minors and parents andwould discourage future use of the service. However, this can also discourage under-age minorsfrom trying to circumvent the process by trying again.
Once minors are approved for the service, introducing safety features during on boarding is moreuser-friendly. Users are more receptive to safety information when they know they'll be using theplatform, rather than while still uncertain about their access
Platforms can use interactive methods instead of long text blocks to share information moreengagingly. However, incorporating interactive elements during registration may confuse minorsabout whether they have actually gained access to the service. Interactive safety content mightsignal to users that they're already using the platform, when in reality they're still undergoing aregistration process that could deny them access.
Recommendations

1. Develop a targeted on-boarding interactive experience: once registration is completewith methods such as, e.g., tutorials, scenario-based questions (‘What would you do ifyou land into inappropriate content?’).
2. Incorporate a ‘help button’: that would always be visible, in a colour that makes it easilyspotted, which can (a) lead to safety resources but also (b) run the tutorial or scenario-based questions again.
3. Avoid long texts due to limited attention span
4. Deploy effective deterrents: When designing measures to deter minors from lying abouttheir age, ensure that such deterrents are effective, e.g. requiring for a parent’s e-mailaddress or phone number to confirm age of minor

Account settings,online interface design and other tools
General comments
Homo Digitalis adheres to the Commission’s preferred approach that sets minors' accounts to thehighest level of privacy, safety, and security by default. The guidelines rightly note that minorstend not to change default settings, making defaults critical to their protection (behavioural inertiaprinciple). Such an approach aligns with UNCRC Article 16 (right to privacy), Article 19 (protectionfrom harm), and General Comment No. 25, which stresses that children must be provided bydefault with the highest safeguards online.
Homo Digitalis believes that privacy-by-default minimises exposure to exploitation, harmfulcontent, or excessive data collection and supports preventive rather than reactive — blockingknown risk vectors (like contact from strangers, auto play, and excessive engagement loops)before harm occurs.
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Analysis
While the section is largely positive, several concerns emerge that deserve further consideration.The proposed guidelines do not provide clarity on age-differentiated settings, noting onlyincremental control "according to their age and needs" without providing specifics on howplatforms should tier protections across distinct age bands such as under 13, 13–15, and 16–17.
Additionally, there appears to be an over-reliance on individual choice in opt-out scenarios.Although asking minors to confirm or modify choices represents a positive step, some platformsmay exploit this as a loophole to nudge children toward privacy-eroding behaviours. Strongerdesign safeguards, including friction mechanisms, clear warnings, and automatic reversion todefault settings, must accompany any choice architecture.
The proposed guidelines also lack requirements for parental involvement in certain high-riskchanges. In cases involving enabling live streaming, sharing geolocation, or facilitatinginteractions with strangers, some form of verified adult consent could be warranted, particularlyfor children under 13. Furthermore, there is no mention of third-party data flows, representing asignificant privacy gap. Default settings should govern not only platform features but also controldata exposure to third parties, including advertisers and analytic tools, to ensure comprehensiveprotection of minors' privacy rights.
Finally, in its tours to school all over Greece, the Homo Digitalis team heard far too many timesfrom the children themselves how they lost track of time due to never ending scrolling and popups, notifications and news that made everything look interesting and urgent. Despite the factthat the majority of the children recognised that this ‘addiction’ was partly caused by the ‘designfeatures that are aimed predominantly at engagement that may lead to extensive use or overuseof the platform or the forming of problematic or compulsive behavioural habits’ they could notalways stop. This is why measures that not only enhance children’s awareness but also enablethem,nudge them and protect them from spending too much time on the platforms are consideredpositive.
Recommendations

1. Tier settings based on age groups: Providers should adopt a graduated approach todefault settings, calibrated by age groups (e.g., under 13, 13–15, 16–17), ensuring thatyounger children benefit from stricter safeguards.
2. Prohibit manipulative design that nudges toward lower settings: Design practices(e.g. dark patterns) that encourage minors to reduce their privacy or increase visibilityshould be expressly prohibited, in line with the principle of child-appropriate design.
3. Make parental/adult involvement an option for high-risk actions: In cases of high-risksetting changes (e.g. live streaming, enabling DMs from unknown users), platforms mayoffer options for verified adult support or approval, especially for younger users.
4. Extend default protections to third-party integrations: By default, minors’ data shouldnot be shared with or accessed by third-party services unless those services are essentialand compliant with children’s data protection standards.
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5. Require regular usability testing with children: Platforms should regularly test whetherprivacy settings are understandable and accessible to minors of different ages, ideally viaco-design or consultation with children
6. Explicit limitation on data profiling and behavioural advertising: Default settingsshould not only restrict interactions but also prevent data profiling and behaviouraltargeting—especially by third-party ad tech or algorithmic systems. Under UNCRC Articles16 & 36, children must be protected from exploitation, including for commercial gain.
7. Cross-device and cross-platform consistency: Children often access platforms acrossdevices. If settings vary between web and app versions (or reset after log outs),protections are undermined.
8. Auto-reset to default after a defined period of inactivity or update: If children adjustsettings in a single session, those changes may persist longer than intended or beforgotten. An auto-reset mechanism ensures temporary adjustments don’t expose minorsto ongoing risks.
9. Default minimisation of engagement-driven features: Default protections shouldinclude design-level defences against features that exploit children’s psychologicalvulnerabilities — such as infinite scroll, algorithmic loops, or real-time engagementnudges.
10. Platform-level enforcement accountability: The DSA’s success relies on enforcement.There should be auditable accountability on how platforms apply and enforce defaultsettings for minors.
11. Clear opt-in requirement for any deviation from defaults: Changes should be opt-in,not opt-out. This must include clear, accessible, age-appropriate explanation and mustavoid nudging or manipulation.
12. Inclusion of indicators for “privacy grade’:Visual cues (e.g. a traffic light system) canhelp minors understand how their privacy level changes when adjusting settings.

Recommender systems
General comments
Homo Digitalis believes that the draft guidelines for recommender systems correctly focus on theon mitigating the documented harms of engagement-driven algorithmic ranking systems forminors, by prioritising user agency in digital environments. Notably, the guidelines require theprioritisation of ‘explicit user-provided signals’ over ‘implicit engagement-based signals’, andclearly defines what is to be understood in these guidelines by these two terms.
However, Homo Digitalis notes that many other proposed measures remain insufficiently detailedfor effective implementation. The high-level nature of these provisions may limit their practicalutility for both regulators and industry stakeholders.
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Analysis
In particular, Homo Digitalis considers that critical terms such as "safety," "security," "fairness,"and "age-appropriate content" must be further defined. This fundamental ambiguity createssignificant implementation challenges for development teams who lack concrete benchmarksagainst which to measure their efforts. The absence of specific metrics or user experiencestandards risks fostering superficial compliance rather than meaningful implementation ofprotective measures.
While this may represent a deliberate choice to preserve adaptability and avoid overly prescriptiveregulations, it nevertheless creates a disproportionate burden on technical teams who mustinterpret vague expectations without adequate guidance. The guidelines would benefit from eitherestablishing clear baseline definitions or requiring platforms to publicly articulate and demonstratetheir own interpretation of these standards.
Homo Digitalis expresses significant reservations regarding the proposed blanket prohibitionoutlined in measure 535-8, which restricts the use of "ongoing behavioural data" in recommendersystems serving minors. This provision, as currently drafted, may fundamentally undermine thebasic operational capacity of recommender systems.
Essential interaction metrics, including watch time and click-through rates, constitute foundationalelements for content curation and system optimisation, independent of user profiling activities.These minimal behavioural signals enable platforms to deliver relevant content and maintainsystem performance standards. The categorical prohibition of such data collection mechanismsrisks rendering recommender systems technically inoperable or significantly degraded in theircapacity to serve user needs effectively.
If the regulatory purpose is to prevent invasive user profiling practices, this goal should beexplicitly stated and precisely delineated rather than implemented through broad prohibitions thatmay generate unintended consequences. Clear regulatory language distinguishing betweenessential operational data and problematic profiling activities would better serve both policyobjectives and industry compliance efforts.
Additionally, the guidelines fail to provide essential implementation resources, including ataxonomy of technical measures and practical examples of inappropriate or harmful contentbeyond the isolated example provided in point 44. This complete absence of a living repositoryof examples, acceptable techniques, or benchmarking protocols may frustrate developers,complicate roll out processes, and cause confusion amongst technical personnel. While avoidingover-restriction of technical choices may be desirable, the lack of any practical guidance createsunnecessary implementation challenges.
As stated earlier,despite placing strong emphasis on testing, adaptation, and ethical standards,the guidelines provide no clarity regarding how strategic and technical measures under section6.5.1 should be communicated to the public. This omission contrasts sharply with transparencyprovisions in section 8.4, which explicitly address section 6.5.2 requirements. Additionally, thereis no guidance on third-party audits, external reviews, or feedback mechanisms. This inward-facing structure—designed by and for VLOPs—risks undermining accountability and couldweaken the overall effectiveness of the guidelines by excluding independent oversight.
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Furthermore, Homo Digitalis identifies potential conflicts between the proposed measures (576-590) and established regulatory mechanisms, particularly concerning their integration withexisting parental control systems and investigatory safeguards mandated under the DSA.
The provision enabling users to reset recommender systems and the option for minors to selectnon profiling based recommendations present operational challenges for compliance with audittrail requirements and parental oversight mechanisms. Specifically, the autonomy granted tominors under point 3 to independently choose recommender options that eschew profiling maycreate tensions with parental supervision frameworks and complicate data collection protocolsrequired for regulatory compliance.
These measures require careful calibration and clear guidance on the hierarchical relationshipbetween minor autonomy provisions and existing parental control obligations would strengthenimplementation coherence.
Finally, Homo Digitalis wishes to highlight that the cognitive burden imposed by comprehensiverecommendation explanations risks overwhelming younger users, potentially leading todisengagement from safety mechanisms or diminished comprehension of relevant information.This approach may prove particularly problematic for younger minors, whose developmentalcapacity for processing complex algorithmic explanations remains limited.
Recommendations

1. Issue a living Technical Annex: Develop a dynamic technical annex that definesminimum safety baselines, standardised metrics (e.g. exposure-diversity index, true/falsepositive rates by protected attribute), and exemplar testing protocols. Require providersto publicly declare and justify the specific metric set they adopt, thereby promotingcomparability and accountability.
2. Introduce proportional external oversight: Mandate independent audits for VLOPs andVLOSEs, ensuring that transparency and information-sharing obligations are sufficient toenable meaningful third-party scrutiny—particularly by civil society and academicinstitutions.
3. Clarify the data collection provisions: Refine the ongoing data-use restrictions toclearly prohibit full-funnel attention logging (e.g. dwell time, infinite scroll traces), whileexplicitly allowing (i) ephemeral, on-device processing or (ii) aggregated logs subject todifferential privacy protections. This would safeguard minors’ privacy without underminingessential system functions.
4. Adopt a shared Risk Taxonomy: Leverage an existing risk framework—such as the EUKids Online model or the OECD four-pillar taxonomy—and require its consistentapplication across risk assessments, system metrics, and compliance reporting. Thiswould foster semantic and procedural interoperability across providers.
5. Establish a living multilingual registry of risky terms: Create and maintain acontinuously updated, multilingual registry of high-risk terms (e.g. harmful slang, emojis,hashtags), curated by the EU Centre for Algorithmic Transparency. Synchronised updatesat regular intervals would help platforms keep pace with evolving online language andcontent risks.
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6. Ensure alignment with the AI Act: Include guidance on the intersection of DSAobligations with AI Act requirements for High-Risk AI systems. This would enhanceregulatory coherence and provide shared reference points for technical and proceduralsafeguards.
7. Design age-appropriate explanation interfaces: Introduce alternative methods forinforming minors why particular content is recommended. These might include visualcues, gamified interfaces, or contextual prompts, drawing from design research in the UKChildren’s Code and cognitive UX models from JRC and UNICEF. Such mechanismswould better align with children’s cognitive capacities and engagement patterns.

Moderation
General comments
Homo Digitalis believes that the proposed measures are efficient and necessary to moderateinappropriate, illicit and harmful content. More specifically (numbers according to measures): aclear definition of harmful content and behaviour for minors makes large platforms and serviceproviders accountable to their own rules by having a strong basis as to why they make a certaindecision to bar specific content from the minors’ feeds.
This also helps build trust between service providers and parents. Minors will also not be exposedto inappropriate content which also protects them from unwanted exposure and therefore alsocultivates trust to the platform. Collaboration with independent experts and civil society is an idealstep to mix law with children’s rights advocacy groups and societies, psychologists which givesgreater insight into the design of the platform.
Establishing moderation policies and procedures to ensure that harmful content is detected andmoderated proves efficient internal governance structures which shows that the service providerscommits in practice to moderate content. It also improves transparency, especially to parents ofminors who may actually need to access these policies and read what content is permitted fortheir child to see and what not. Providing criteria which show why the content was moderated alsoensures that the platform’s algorithms have been built with the best interests of minors in mindand avoid unaligned decisions regarding the permission to display harmful content.
A risk-based approach is always vital when exploring different pathways on a specific activitywhich may produce different outcomes. Therefore, assessing a specific harmful content basedon its impact and likelihood effectively manages higher and more imminent risks. Also, it cancreate a pattern or method of risk occurrence and aid the platform to easier identify and ratecertain risks.
Human review is an effective means for regulation and avoidance of mistakes made by anyautomated decision making tools. Especially regarding content which exceeds average views,and therefore reaches a big audience, human review is essential to understand any potentialthreat, common risks, identify viral trends and decide based on the best interests of children.
Implementing effective tech to detect harmful or illicit content before this is made public is aneffective measure focusing on prevention rather than implementation of ad hoc measures.
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Analysis
Defining harmful content can sometimes become tricky, especially when the service provider andlarge platform does not operate in Europe which shares the same liberal values. A platformdesigner outside the EU may consider content which may seem inappropriate to European usersas appropriate in the country of origin. Also, marginalised societal groups (LGBTQ+ community)may have different perceptions of what constitutes inappropriate content, while religious groupsand societies may have the opposite view. Often, definition of such terms can be subjective.
Sometimes algorithms or other automated detection tools can make mistakes which may lead tounder or over blocking. Such mistakes can be made due to several non-detected faults, such as:supposedly friendly content based on keywords or phrases, the covert meaning of which can onlybe detected by a human brain, disguised hate or sexist speech. Also, there are certain minoritylanguages which the platform may want to serve for purposes of demographics or inclusivity,however there may not be enough moderators to cover the volume of incoming information.
As with all automations and decisions, they may – at times – be subjective. An adult, or even analgorithm, may not have the clearest perception of a minor’s life or threats which may lead to harmto the minor. Also, some correctly identified low risks (e.g. body shaming posts) which at once,do not seem harmful to one individual of a certain age category, may, if show repeatedly andwithout moderation, lead to greater future harm and have psychological effects.
Similarly with automated decision making tools, humans also have biases which can prove to bediscriminatory and arbitrary. This may have as a consequence that some reported accounts maybe deactivated with the premise of posing a risk of harm to minors’ privacy, safety and security,whereas at the same time other accounts may remain active based on the determination ofanother person conducting human review, coming from a different background with differentbiases. Where algorithms base their decisions on a specific model, humans take decisions basedon different factors, and thus, human decisions vary. Also, given that human review in socialmedia platforms is scarce and requires resources, there is a risk of over-reliance on reportedcontent from potentially harmful accounts rather than focusing on moderated content that has notbeen yet reported.
As with all technologies that ultimately take and adopt decisions which may have effects onnatural persons, AI tools and systems may present false positives and false negatives.Considering that the purpose of engaging AI tools and systems to take such decisions is ameasure designed to minimise the need for human review, there is a risk that a decision taken bysuch a system or tool may be definitive and a potential correction of this action (based on user’scontested decision) may require even more resources. Also, platforms using such systems andtools may operate differently than others, not using these tools or using different ones and causea lack of standardised implementation across similar child-reaching platforms.
Recommendations

1. Clarify on harmful behaviour: Considering a clear and finite definition of harmful contentmay not always be achieved due to conflict of interests or the bridging of cultural gaps,platform providers need to be absolutely clear on what constitutes harmful behaviour asthey may, otherwise, run the risk of an algorithmmaking an ultimate decision as to whetherto display specific content, which may lead to further issues.
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2. Coordinate with civil society organisations: Share the policies and procedures withcivil society groups in order to show how a platform moderates its content in order togather feedback from other specialists or independent experts. Also, testing a moderationmechanism or the person performing the moderation about potential biases.
3. Provide adult-appropriate training: developers need to familiarise themselves withmodern causes of harm and trauma to minors (by sourcing data from civil society ortherapists) in order to be made aware and classify certain behaviour and contentaccordingly. Also, during the operation of the service, the platform provider may want togather user and parent feedback based on their own experiences, even outside theplatform, in order to better classify harmful content.
4. Clarify content that ‘substantially extends’ average number of views: It could beuseful to set a number of criteria that will indicate when content is considered viral reachingto a wider audience in order to ensure that specific resources are efficiently allocated tohuman review. In cases where human review may take time or the reviewer is unsure ofthe determination, it may be useful to (a) establish a second review stage where contentcould be escalated for scrutiny by experts, moderators with child rights advocatesexperience and (b) decide to blur any content which has not yet been classified as harmful.
5. Conduct regular audits: may be needed to test such AI systems and tools in order toensure their effectiveness in moderation, reviewed based on novel technological criteriafor AI moderation tools. Human in the loop mechanisms shall also be explored in order toensure that effective escalation to human review is achieved.

User reporting, feedback and complaints
General comments
Providing child-friendly and accessible feedback mechanisms supports children’s sense ofagency and autonomy in reporting as well as enhances control over their privacy and safety. Mostimportantly, it is children that know better than any other expert, civil society group or childrenrights’ advocate how they feel about the content they are exposed to online. Therefore, they arethe most suitable to provide effective and constructive feedback.
Analysis
Given that reporting, feedback, and complaint mechanisms are specifically designed to serve theinterests and protection of minor users, Homo Digitalis emphasises that these tools must prioritisechild-friendly design principles and accessibility standards. The effectiveness of these protectivemeasures fundamentally depends on their usability and comprehensibility for users acrossdifferent developmental stages.
Allowing minors to report content (e.g. accounts, groups, pages) as inappropriate is a powerfultool which can, however, be used both in a productive but also in an arbitrary way. In a similarway, allowing reporting go suspected under age accounts may have the intention to protectminors, however it may also lead to targeted actions of certain minors against others.
Recommendations
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1. Develop child-friendly design features and standards: too complex and detailed reportfeatures will only deter children from providing their feedback. Measures to be taken toensure that such tools are accessible to children, is providing them with visuals throughoutthe reporting and understandable language. Accessible feedback, reporting and complainttools should also take into account minors with disabilities.
2. Prevent arbitrary or revenge reporting:Minors should be provided with definitions orexamples of harmful content or behaviours that are as clear as possible for a minor tounderstand. Reporting of suspected under age accounts can be restricted to a certainnumber of reports per day/week/month, in order to deter any false harassment.
3. Enhance clarity: Any distinct reporting and feedback tools should be very clear tounderstand, should not cause ambiguities to minors or confusing them into what and howto report. Adding visual images or emojis on any reporting mechanismmay engage minorsto report more accurately and provide me with a safe space to communicate their feelings.
4. Provide tracking tools in the complaints’ process: as well as being provided with afollow up for taking a certain decision (blocking content or user) as well as rationale fornot doing so. Minors need to know that their voices are heard and that complaints are notjust a bureaucratic practice.

User support measures
General comments
Homo Digitalis strongly supports the proposed measures as they show a commendableunderstanding of children's needs in digital environments. These measures address criticalvulnerabilities children face online, including exposure to harmful content and their inability to findappropriate help when needed. The proposals promote child-friendly support mechanisms andeffectively integrate national resources such as INHOPE and Safer Internet Centres intocomprehensive protection frameworks. Furthermore, they demonstrate recognition of the uniquerisks posed by AI tools in digital spaces and empower children with meaningful controls over theironline interactions, including blocking, muting, commenting, and group participation features.
This section aligns closely with fundamental principles established in international children'srights frameworks. The measures support UNCRC Article 3 regarding the best interests of thechild, Article 12 concerning children's right to be heard and participate in decisions affecting them,and Article 19 addressing protection from harm. Additionally, these proposals are consistent withGeneral Comment No. 25, which specifically addresses children's rights in the digital environmentand provides guidance for protecting and promoting these rights in online spaces.
Analysis
Homo Digitalis believes that while the section is strong, a few gaps and implementation riskscould be addressed. For instance, the use of non-binding language, particularly the term "should,"significantly weakens enforcement mechanisms. For systemic protection of children in digitalenvironments, key safeguards such as access to support tools and the ability to block users mustbe mandatory rather than discretionary.
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Additionally, the guidelines lack essential specifications regarding response time frames andescalation procedures. Platforms should be required to respond to children's reports within clearlydefined time limits and must have protocols for rapidly escalating urgent issues such as groomingattempts or self-harm content. Without these temporal requirements, children remain vulnerableduring critical periods when immediate intervention could prevent serious harm.
Furthermore, the framework fails to incorporate children's participation in designing supportfeatures. Young people's voices should directly inform how help systems are structured andpresented, particularly regarding usability and trust factors that determine whether children willactually utilize these protective mechanisms when needed.
While AI warnings represent a positive step, they may prove insufficient without additionalsafeguards. Simply notifying minors that they are interacting with AI systems does not adequatelyaddress the risks of AI-generated misinformation or emotional manipulation, both of which canhave serious impacts on children's mental well being and decision-making processes. Morecomprehensive protections are needed to address these emerging technological risks.
Homo Digitalis acknowledges that guardian tools serve a complementary function in digital childprotection, while maintaining that primary responsibility for safeguarding minors rests with onlineplatform providers. We support measures designed to protect children from potential misuse ofmonitoring capabilities by guardians, particularly the implementation of real-time notifications thatclearly inform minors when any surveillance functionality is active.
The effectiveness of parental controls and similar guardian tools varies significantly across agegroups and remains particularly limited in contexts where ongoing negotiations occur betweenparents and children regarding screen time, application permissions, and digital boundaries.These practical limitations reinforce our position—and align with the European Commission'sstance—that such tools fulfil an auxiliary rather than primary protective role. While guardian toolsmay provide some oversight capabilities, they cannot substitute for the fundamental obligation ofplatform providers to design inherently safer digital environments for young users.
Finally, it should be highlighted that many minors may have limited literacy, be neurodivergent,or speak a minority language. The guidelines need to clarify and interpret the notion of “child-friendly” in inclusive terms.
Recommendations

1. Make critical support functions mandatory: Platforms must provide visible, accessiblesupport tools for minors to report harmful content, and enable anonymous blocking/mutingof other users.”
2. Introduce response timelines and escalation protocols: Reports made by minorsshould trigger timely responses. Platforms must define clear timelines foracknowledgement and action, with an escalation path for high-risk issues.
3. Require co-design or usability testing with children: Support tools should bedeveloped with input from children of different ages and backgrounds, including thosewith disabilities, to ensure they are intuitive, non-intimidating, and effective.
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4. Enhance AI interaction safeguards: In addition to labelling AI interactions, platformsshould limit the topics AI tools can discuss with minors (e.g., avoid medical or mentalhealth advice) and apply monitoring to detect manipulation or harm.
5. Ensure accessibility and inclusion: Support tools must be available in multiplelanguages and be accessible to children with disabilities. Visual cues, icons, and voiceprompts can help ensure understanding and use.
6. Offer feedback or resolution mechanisms: Minors should be informed about theoutcome of their report (e.g., content removed, user warned), and given the option toprovide feedback or request further action.
7. Include proactive support and digital resilience education: Waiting until a child seekshelp is reactive. Platforms can proactively support children through in-app guidance,digital literacy prompts, and scenario-based education on what to do when facing harm.
8. Introduce a “trusted adult” or “designated guardian” feature: Some children aremore likely to seek help from a known adult rather than a faceless report mechanism. Adesignated adult contact option (e.g., teacher, parent, school counsellor) within theplatform could provide an added support layer.
9. Require trauma-informed design and moderation: Children reporting abuse,exploitation, or distressing content may relive trauma when describing their experience.Support tools should follow trauma-informed principles (e.g., not requiring detaileddescriptions, avoiding judgemental language).
10. Protect privacy when seeking help: Children may fear being monitored or punished forreporting. Their ability to seek help must be protected by confidentiality assurances,including not alerting abusers (in domestic violence or coercion situations).
11. Facilitate offline follow-up if needed: Some cases (e.g. grooming, self-harm threats)require offline intervention by child protection services or police. Platforms must have aclear protocol to refer serious risks to competent national authorities.
12. Implement user feedback and continual improvement: Children’s needs and risksevolve. Platforms should regularly solicit feedback from child users on how well thesupport tools meet their needs, and publicly report improvements.

Governance
General comments
Homo Digitalis expresses its support for the proposed governance framework, whichdemonstrates a mature and holistic understanding of the institutional requirements necessary toembed effective child protection within digital platform operations.
The Commission's approach towards governance extends beyond mere regulatory complianceto encompass the cultivation of organisational cultures grounded in responsibility andaccountability toward child welfare. The framework appropriately calls for the establishment ofdedicated roles with substantive authority and direct access to senior leadership, ensuring thatchild protection considerations receive appropriate institutional priority and resources.
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Furthermore, the emphasis on child participation represents a fundamental acknowledgement ofminors as stakeholders with legitimate voices in shaping the digital environments they inhabit.
This governance framework aligns with the fundamental principles established under the UNCRC,supporting the mandate of Article 3 by prioritising the best interests of the child in all decisionsaffecting minors, and Article 12 by committing to including minor voices in governance processes.The comprehensive protection focus aligns with Article 19's requirements for safeguardingchildren from harm, and the framework's digital-specific considerations reflect the contemporaryguidance provided in General Comment No. 25 on children's rights in the digital environment.
Analysis
Having said that, several critical areas require clarification, enhanced accountability measures,and more robust commitments to ensure effective implementation.
As stated earlier in this document, the use of "should" rather than "must," significantly underminesthe enforceability of essential governance provisions. The assignment of dedicated child safetyofficers and establishment of direct reporting lines to senior management represent fundamentalinstitutional requirements that cannot be treated as optional recommendations. These coregovernance structures require mandatory implementation through binding regulatory languageto ensure consistent application across platforms and prevent selective compliance.
Similarly, the effectiveness of child safety officers and dedicated teams fundamentally dependson their professional expertise, institutional independence, and substantive decision-makingauthority. The current guidance fails to establish minimum qualification standards, independencerequirements, or decision-making parameters for these critical roles. Without clear specificationsregarding professional competencies, reporting structures that preserve independence fromcommercial pressures, and explicit authority to implement protective measures, these positionsrisk becoming ineffective or merely symbolic appointments.
Although the framework appropriately encourages child participation in governance processes, itlacks essential guidance for ensuring ethical, inclusive, and meaningful engagement. The currentprovisions do not address critical implementation considerations, including safeguards againsttokenism, methodologies for ensuring diverse and representative child voices, and systematicfeedback mechanisms that demonstrate how child input influences platform policies andpractices. Effective child participation requires structured protocols that not only solicit input buttransparently communicate how that input shapes decision-making processes.
Finally, the proposed governance framework lacks clear requirements for public disclosure ofoutcomes, including systematic reporting on identified harms, remedial actions taken, andinstitutional gaps discovered through governance processes. Without mandatory transparencymeasures and external accountability mechanisms, governance structures risk operating withoutmeaningful public oversight, limiting their effectiveness and undermining public confidence inplatform child protection efforts.
Recommendations
Homo Digitalis believes that the proposed governance structure can be strengthen in six mainways:

1. Make core governance measures mandatory
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2. Define minimum standards for child safety officers
3. Operationalise meaningful child participation
4. Require public transparency reports
5. Incentivise cross-platform accountability
6. Include whistleblowing and internal escalation mechanisms

Monitoring and evaluation
General comments
Homo Digitalis believes that the proposed measures take the right direction by promotingcontinuous safety testing, stakeholder consultation and child-centred transparency. Yet theyremain programmatic. Without clearer benchmarks, sampling methods and disclosure formats,platforms will implement these duties unevenly and regulators will struggle to verify compliance.
Analysis
The operational efficiency and adequacy of this regulatory framework face significant definitionaland implementation challenges. The requirement for "effective monitoring" remains fundamentallyundefined, lacking essential reference metrics, standardized incident-logging schemas, orspecified review frequencies that would ensure consistent application across platforms. Thisambiguity creates a regulatory environment where some platforms could potentially satisfycompliance obligations through minimal quarterly surveys, while others might implementcomprehensive real-time monitoring dashboards, with both approaches theoretically meeting thesame regulatory standard.
Similarly, the consultation duty imposed on providers suffers from excessive open-endedness,requiring platforms to "regularly" engage with diverse minor populations without providing crucialoperational guidance. The absence of clear sampling methodologies, parental consentframeworks, or privacy protection protocols leaves providers without adequate direction forimplementing meaningful consultation processes while safeguarding vulnerable participants.This regulatory gap creates both compliance uncertainty and potential risks to the verypopulations the policy aims to protect.
Furthermore, the adjustment mechanism embedded within the framework delegates criticalimplementation decisions entirely to provider discretion. While platforms must "adjust" theirdesigns following consultations with minors, the regulation imposes no requirements fordocumenting intervention outcomes, measuring risk-reduction effectiveness over time, ordemonstrating continuous improvement in safety measures. This absence of accountabilitymechanisms and performance tracking requirements undermines the policy's potentialeffectiveness and creates substantial challenges for regulatory oversight and enforcement.
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Recommendations
1. Baseline monitoring framework: mandate core indicators (for example, monthly privacy-incident rate per 10 000 minors, average time-to-resolve reports) and a minimum reviewcadence (for example, at least quarterly).
2. Structured consultation protocol: supply templates covering consent, age-stratifiedsampling, accessibility checks and anonymised feedback storage, aligned with GDPRand children’s-rights guidance.
3. Documented “adjust-and-prove” loop: require a public change-log showing eachdesign adjustment, the trigger (consultation, incident data, research) and the measurableeffect after N days.
4. Layered transparency standard: recommend icon sets or traffic-light badges plusexpandable detail; reading-level targets should track EN 301 549 or WCAG literacycriteria.

Conclusion
As these protective measures advance toward implementation, critical questions remainregarding impact assessment and effectiveness evaluation. How will the European Commissionmeasure the tangible difference these interventions make in children's digital experiences? Whatindicators will demonstrate progress compared to pre-regulation baselines? Establishing robustevaluation frameworks with clear metrics will be essential to assess whether regulatory objectivestranslate into meaningful protection improvements for young users.
Central to long-term success is comprehensive digital literacy education. Homo Digitalis firmlybelieves that minors must receive structured education on digital rights, consumer protection, andchildren's rights throughout primary and secondary schooling. Only through understanding whyprivacy safeguards matter and how to navigate digital interactions safely can young peoplebecome empowered participants in their online lives rather than passive subjects of protection.
Finally, Homo Digitalis, believes that despite well-intentioned policy goals, fundamentalincompatibilities with current technical capabilities may be presented, and recommend that futureregulatory initiatives incorporate greater consideration of technical feasibility to ensure that policyobjectives can be meaningfully achieved within existing technological paradigms, rather thanmandating solutions that exceed current technical possibilities.


